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classification task. However, a lot of conventional
algorithms are acceptable and efficient. Image
preprocessing, noise compensation algorithms can be
used as one of the steps to solve the object detection
problem.

Nowadays artificial intelligence and machine
learning areas have made a huge step forward. A lot of
difficult problems were solved by deep learning methods
and approaches. Neural networks can perform a variety
of different tasks and image processing is a major area of
interest.

The primary advantage of machine learning
algorithms over conventional ones is its flexibility. It was
mentioned earlier, in order to adapt a regular algorithm
to some variances in input data, engineers have to
manually change implementation, while deep learning
methods can adjust itself according to the input. So we
have the neural network architecture which works well
for a slightly different input data[1] without any side
modifications. This flexibility greatly simplifies
implementation of computer vision algorithms since the
amount of corner cases is less and the algorithm itself can
find difficult underlying logic in data. Deep learning is a
good candidate to solve image object detection and
classification problems[2].

Convolutional neural network (CNN) is a
separate class of neural networks created for image
processing tasks. CNN usually contains numerous layers
of connected neurons. Primary goal of CNN is to
simulate visual processing of the human brain. This class
of neural networks solves problems like object
classification, face recognition, detecting anomalies in
X-ray and MRI images, etc. CNN automatically extracts
important features from image bytes and performs
classification based on it. Network defines which
features will be extracted depending on input data and
the task during the training stage. Usually the first level
of CNN[3] collects low-level details of image, like edges
and texture, each next layer of the network works with
more abstract information.

Object detection and classification are actually
two separate tasks. Object detection means finding an
object on an image ignoring background. Image
classification is a labeling of detected objects with
information about what exactly these objects are. So
firstly the algorithm detects the object and after it
classifies it. Due to the possibility to separate these two
steps, there exist two types of object detection and
classification algorithms: single shot object detectors and
two shot (two stage) object detectors.

Let’s take a look at single shot object detection
algorithms. These family of algorithms look for objects
bounding boxes and classify objects simultaneously,
during one pass through image pixels. YOLO and
SSD[4] algorithms are the current state-of-the-art single
shot object detectors. These algorithms locate objects on

image and classify it. Class of these neural networks is
CNN.

In contrast to single shot detectors, two stage
algorithms have separate steps to propose possible object
bounding boxes and to classify it. Modern
implementation of this approach is the R-CNN family of
algorithms.

Talking about performance of discussed
algorithms, single shot detectors demonstrate better
performance, but the price for it is lesser accuracy
especially with small objects. According to benchmarks
on different image data sets, R-CNN doesn’t have
enough recognition speed for real time systems.
Currently, for real time systems YOLO and SSD are the
best options.

As a possible way to improve recognition
performance, we should use the fact that real time object
detection means video data processing, so data from the
previous frame can be used to process the current one.
Usage of some lightweight objects tracking algorithm for
already found objects instead of finding and classifying
it on each frame with a neural network can lead to a huge
performance boost. It means that we can run deep
algorithms in less time, so we can consider usage of more
heavy R-CNN for better accuracy.
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ANALYSIS OF EDGE COMPUTING
ARCHITECTURES IN
DISTRIBUTED
TELECOMMUNICATION SYSTEMS

Modern trends in IT are constantly changing -
from computers and smartphones, the focus has
smoothly shifted to smart devices. Despite the slowdown
in the pace of processor development, they have still
reached the point where a unit with low power
consumption can perform more complex tasks than just
collecting and transmitting data [1]. Therefore, the
modern concept of «smart device» has included many
other devices, from cameras to light bulbs.

To characterize such systems, the term «Internet
of Things» has been introduced, which implies a system
consisting of many heterogeneous devices that can use
different protocols to communicate with each other,
perform different tasks and have varying degrees of
autonomy.

This term includes: smart city systems, modern
automotive solutions, home and city automation (e.g.,
traffic), industrial systems, etc.

But, the number of these devices has grown
exponentially over the last 10 years: by 2022, there are
already about 14.3 billion devices [2]. In each individual
system, the number of devices is also measured in
millions, which implies the generation of a colossal
amount of data at a constant pace.

This creates a problem - traditional system
architectures with a dedicated backend may not be able
to handle such a data flow. In addition, much of the data
in its raw form is not valuable (it cannot be used) and
must be further processed [3].

To deal with such tasks, a new paradigm for
system design has been introduced: «Edge Computing,
in which part of the computation is delegated to
intermediate nodes between the Backend (cloud) and the
devices, which are called «Edges».

Later, within this paradigm, various
architectures and approaches to the design of these
systems have been developed, including: «Fog
computing», «Dew Computing» and their hybrid sub-
varieties.

Although, «Edge Computing» and «Fog
Computing» are used synonymously, depending on the
nature of the system, its size and the interpretation of
these terms, they can differ significantly. But, the most
common distinction is that in Fog Computing, nodes are
part of the cloud layer, while in Edge, nodes are part of
the device layer.

A while after the term was introduced, Cisco,
Intel, Microsoft and others organized a consortium for
standardization of Fog Computing - OpenFog. One of the
results of the collaboration was the architecture of the

same name, which is proposed as a basic architecture for
this kind of systems [4].

This standard describes an N-tier architecture
that consists of:

- Cloud infrastructure — aggregation of
data, transforming it into a specific form for storage and
further use.

- Cloud tier nodes - filtering,
compression and other types of data transformation and
processing. In some cases - analytics.

- Edge tier nodes — data collection from
devices, data normalization, device management.

- Client devices.

However, these tiers are not constant; their
number depends directly on the system characteristics:

- The number of client devices and their
ratio relative to the processing nodes.

- The set of functionalities that each tier
of nodes performs.

- The required system availability,
security and latency between system tiers.

In the other way, the levels are divided into
layers, the number and kind of which also varies with the
type of the system.

Thus, despite this attempt to standardize Fog
Computing concepts, many of them are of a
recommendatory or general nature and are not
particularly suitable for specific cases of certain systems,
e.g., distributed video surveillance systems. This is why
research on developing architectures for Fog Computing
systems is still going on.

Currently, many architectures with three layers
have already been proposed by different researchers, as
well as, with four, five, six, and even seven layers [5].

For a seven-layer architecture, in addition to the
standard three layers, there are also separate ones for:

- Layer for system state monitoring in
order to efficiently distribute tasks or resources.

- Layer for pre and post processing of
data, as well as their analysis.

- Layer for
virtualization).

- Layer for allocation (and reduction) of
resources depending on the system load and state.

- Layer for data security, in particular,
encryption.

While the use of these concepts can solve many
problems of the traditional Backend approach, it also
creates new ones: data security between tiers, data
storage at all tiers except cloud, data transfer methods,
achieving system autonomy and offline operation, load
balancing, and so on need to be more carefully
considered. Thus, the standardization process is still in
progress.

data storage (storage
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OCOBJIUBOCTI CTAHJIAPTHU3AIIII
EJJEKTPOMATHITHOI CYMICHOCTI
TEXHIYHUX 3ACOBIB CUCTEM
KEPYBAHHS TA PET'YJIFOBAHHS
PYXY HOI3/IB

[Ipobnema 3abe3meyeHHS EIEKTPOMArHiTHOT
CYMICHOCTI TEXHIYHHX 3aCcO0iB CHCTEM KEpyBaHHS Ta
PETYIIOBaHHA PYyXy IOI3MIB € IyXe akKTyalbHOI 3
HACTYITHUX MPUYUH:

1) B iux cucremax, 6€3mocepeHbo MOB’ sI3aHUX
3 0E3MeKO PyXy IMOI3JiB, MOYAId BHKOPHCTOBYBATH
EJIEKTPOHHI Ta eJIEKTPOHHI/IIPOrpaMoBaHi MPUCTPOI, Y
TOMY YHCII Ha 0a3i MIKpPOIIPOILIECOPHUX KOHTPOJIEPIB Ta
EOM, B SIKHMX 4yTJHBICTb JI0 €JIEKTPOMArHITHHUX 3aBajl y
MUIBSIpAM pa3iB MEHIIE, HDK B OCHOBHHMX 1 MacCOBHX
€JIEMEHTIB TPaJULIHHUX PENEeHHNX CUCTEM 3alli3HUYHOI
ABTOMATHKH - €IEKTPOMATHITHUX peJIe;

2) eJeKTPOHHI €JEMEHTH MaloThb CHMETPHYHI
Bi]MOBH, SIK 13-32 CTapiHHS, TaK 1 BHACIIJIOK BIUIHBIB
3aBaJl, TOMY BOHHM MOXYTh IIPUBECTH 0 aBapiil i
KatacTpod), IO MIATBEPIKY€e CBITOBHH MJOCBiA (B
penelHNX CcUCTeMax M€ IPAKTUYHO BUKIIOYAIOCS
BHACJII/IOK BUKOPUCTAHHS PeJie K eJIeMEeHTa 3 BEJINKOIO
CTIHKICTIO IO 3aBaJl Ta HECUMETPUYHUMH BiIMOBaMH,
NpU SIKUX BHHUKAE TUIBKM 3aXUCHUH CTaH, TOOTO
BHACJIIJIOK HEraTHBHOI Aii 3aBaji B HUX MOXE BHHUKAaTH

TITBKM 3aTpUMKa MOi3/1a 4M MaTepiaibHi 30UTKH Bij
MOLIKO/KEHHS CUTHAJILHOTO 00JIa/IHAHHS );

3) BIUIMB €JEKTPOMATHITHHX 3aBaJl MOXKE
MIPU3BOJUTU 10 BIAMOB NPHCTPOiB 1 cHucTeM, 3001B Y
NporpaMHOMy  3a0e3IeueHHi,  BHACHIIZOK  4YOTro
BUHHUKAIOTh  3aTPUMKH  TOI3[iB,  IOIIKOUKY€ETHCS
3HAYHMH 00cAT 00J1aIHAHHS,

4) BIUTMB MOTYXXHHUX €JIEKTPOMATHITHUX 3aBaj
MOJKE BIUIMBATH HA YYTJINBI €IEKTPOHHI CJIEMEHTH Ta
CYTTEBO TIOTIpPIITYBATH iXHIO IMOBIpHICTh HEOE3MEUHUX
BiZIMOB 0€3 (hi3UYIHOTO TOMIKOKEHHS, ajie 3 CYTTEBUM
neperpiBoM (mianajgom), a y pa3i BUKOPHCTaHHS,
HaTpUKIaJ, HaWOIIBIl ~ MOWIMPEHUX  CrocoliB
pe3epBYBaHHs Li¢  TOTIPIICHHS TNPHU3BOAUTH  JIO
KB/IPATUYHOI 3JIE)KHOCTI MOTIPIIEHHS (QYHKIIHHOT
OesneuHocTi. Hanpuknaza, BHACTIIOK BIUIMBY IPO30BUX
MepPEHANPYKCHb 1HTCHCUBHICTh HEOC3MCUYHUX BiIMOB
KaHaJliB pe3epBYBAaHHS MOJXKE 3MEHIIYBaTHCS B THCSUI
pasiB, a CHCTEMH B LIJIOMY — Y MUTBHOHU pas3iB.

3  ypaxyBaHHAM  [BOTO  BHMOTH  IIOJO
CJIIEKTPOMArHITHOI ~CyMICHOCTI TEXHIYHHX 3ac00iB
CHCTEM KEpyBaHHS Ta DPEryJIIOBaHHSA pPyXy IIOi3IiB B
VYkpaini maibke 20 pokiB ToMy Oynu po3poOiieHi mij
KEpiBHUIITBOM aBTOpa Ta BUKJIAACHI Yy JepKaBHOMY
craugapti JICTY 4151-2003 3 pmatoro mouaTky nii
01.01.2004 p. Aune, 3 ypaxyBaHHSIM TOTO, III0 3 I[i POKH
3MIHIJIMCSL XapaKTEPUCTUKHM €JIEKTPOMArHiTHUX 3aBaj,
30KpeMa 3’ IBUITUCS 1HIIT YaCTOTH MOOUTLHOTO 3B’ 53Ky Ta
IHIII  JpKepenla eNeKTPOMArHiTHUX 3aBal, YHHHICTP
OTO HOPMAaTHUBHOTO IOKyMEHTa CKacoBaHa 3
01.01.2022 Ta BBemeno B nito 3 01.01.2021.p. iHmmiA
HOPMAaTHBHUM JOKYMEHT - HalliOHAIBHUHA CTaHAApT
JACTY EN 50121-4:2019, sxuii € iIeHTHYHUM
eBpornericekomy ctannapty EN 50121-4. Leit crangapt
3aCTOCOBYIOTh JIO CUTHJIBHOT Ta TEJIEKOMYHIKaIliHHOT
amaparypH, SKy BCTaHOBJIOIOTH B  3aJli3HUYHOMY
CepEIOBHUIIL, BiH YCTAHOBIIIOE HOPMH JIJISI eMicii 3aBaj Ta
HECHPUITHATIMBOCTI, & TAKOXK Ta HaJae KpUTepil SIKOCTI
(byHKI[IOHYBaHHS JUIs CUTHANBHOI Ta
TeleKOMyHIKaliiHoi anaparypu [2]. Ha curHanbHy Ta
TeNeKOMYHIKalliiHy arnaparypy, sIKy BCTaHOBIIIOIOTH Ha
TpaHCHOpPTHUX 3acobax mommproetses JACTY EN
50121-3-2:2016  [3], a Ha CcUTHaNBHY Ta
TeNeKOMYHIKalliiHy amnaparypy, $Ky BCTaHOBIIOIOTbH
BCEPEIUHI MiJICTAHIII Ta M €JHYIOTh 10 OOJaTHAHHS
migcraniii, nommproerbess JCTY EN 50121-5:20109.
[TonmoxeHHA UX CTaHAAPTIB BUKOPHUCTOBYIOTH Pa3oM i3
3aranpHIMHE nostoxkerHsvu JJICTY EN 50121-1.

HopmyBanHs ewmicii 3aBag BiJ 3ai3HUYHOI
CHUCTEMH B JOBKUUII PErJIaMeHTYEThCS CTaHIAPTOM
ACTY EN 50121. Crannmapru3aiis

€JICKTPOMArHiTHOI CyMICHOCTI [UII PyXOMOTO CKJIazy
3aJi3HMIP — 3TIAHO 3 BBEJCHUM HAIIOHAJIBLHOTO
crannapry JCTY EN 50121-3-1.

Jo nenomnikis cranmapry JACTY EN 50121-
4:2019 MoxHa BiZIHECTH TIOBHY BiICyTHICTh BUMOT L1010

12

IKC3T, 2023 Ne3 (;101aTOK)




