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Climate forecasting has received considerable
attention due to its critical importance for decision-
making in areas such as agriculture, natural resource
management, and disaster preparedness. In recent years,
the use of distributed architectures for Internet of Things
(IoT)-based climate forecasting systems has emerged as
an effective approach to provide scalable and resilient
solutions. This thesis provides an overview of distributed
architectures as applied to climate forecasting systems
and explores how these systems can improve climate
forecasting skills while overcoming key challenges of
scalability, heterogeneity, and data security.

With the growing impact of climate change, there is
an increasing demand for accurate climate forecasting
systems. Recent advancements in distributed systems,
combined with the rise of the IoT, have paved the way
for advanced architectures capable of effectively
predicting climatic events. loT-based systems enable the
collection of large volumes of environmental data, but
they require distributed and scalable approaches to
manage the heterogeneity and complexity of the data.

Distributed generation [1] is gaining attention for its
role in supporting climate resilience through
decentralized systems. This distributed approach aligns
well with climate forecasting needs, as it enhances the
reliability of data collection across different geographical
areas.

Distributed systems [2] integrated with emerging
technologies like Artificial Intelligence (Al), are crucial
for improving the accuracy of climate forecasting
models. Such distributed architectures provide
scalability, adaptability, and robustness, which are
essential for addressing the growing challenges posed by
climate change.

Recent research has highlighted the use of
distributed architectures that incorporate both IoT
devices and distributed computing paradigms such as
Fog and Peer-to-Peer (P2P) networks to create effective
climate forecasting systems. The article [3] proposes a
hybrid and distributed architecture based on CoAP that
combines fog computing with P2P overlay networks to
facilitate the seamless integration of smart objects. Such
systems make climate data readily available for real-time
forecasting while ensuring efficient use of resources. In
addition, distributed architectures [4] address key issues
related to heterogeneity, scalability, and interoperability
using a multi-tiered model. This model provides different
levels of abstraction, simplifying data management and
integration of new IoT devices.

Integrating Al models with traditional forecasting
systems is another way to improve climate forecasts.
Hybrid methods of hydroclimatic forecasting combine
data-driven Al models with physical models to achieve
more accurate predictions of climate events [5]. This
integration allows for improved forecasting skills by
taking advantage of machine learning, which can cope
with the inherent errors of numerical models and learn
efficiently from large data sets. In addition, the
combination of Al and climate models allows forecasts
to be made over a wide range of time scales, from short-
term weather forecasts to long-term climate forecasts.

The introduction of distributed IoT systems raises
several security concerns due to their large-scale
deployment and potential vulnerability to cyberattacks.
The article [6] addresses this problem by proposing a
blockchain-based architecture that provides a secure and
scalable IoT network. Blockchain combined with Al
improves the reliability of climate forecasting systems by
adding layers of data integrity and security, which is
crucial given the sensitivity of the data being processed.
Anomaly detection based on machine learning at the
gateway level further protects against malicious activity,
providing a solid foundation for a secure climate
forecasting system.

The development of distributed climate forecasting
systems involves a few challenges, such as the
integration of diverse data sources, the need for secure
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communication protocols, and the high computational
requirements for processing complex models. However,
the opportunities are significant. By using a distributed
architecture, the system can achieve high scalability and
fault tolerance, allowing for real-time climate forecasts
over large geographical areas. Furthermore, the
development of exascale computing [7] and advances in
artificial intelligence offer enormous potential to
overcome current limitations in climate forecasting
capabilities, making distributed systems a critical
component of future climate forecasting solutions.
Distributed architectures represent a promising
approach to addressing the challenges associated with
climate forecasting. By integrating IoT devices, Fog
computing, blockchain, and Al models, it is possible to
create a scalable, secure, and efficient climate prediction
system that meets the growing demand for timely and
accurate forecasts. Future work should focus on
overcoming  existing  limitations  related to
interoperability, security, and computational
requirements to unlock the full potential of these
advanced distributed systems in climate forecasting.
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HIJIBULLIEHHSA ITPOITY CKHOI
CIPOMOKHOCTI 3AJI3BHUYHOI
IH®PACTPYKTYPH B YMOBAX
IEPEBAHTAKEHHS HA OCHOBI
HOPIOPUTE3AIII PYXY HOI3TIOIIOTOKIB

3pocTtaHHs OOCATIB BAHTAKHHUX 1 MACAKUPCHKUX
NICPEBE3CHb CTBOPIOE 3HAYHMHA THCK Ha 3aJi3HUYHY
iHppacTpykTypy VYkpainu. OcoOmMBO ToCTpo [aHa
npobieMa BHWHHUKJIA i Yac [IHPOKOMACIITaOHOTO
pOCIfiCBKOrO BTOPTHEHHS B YKpaiHy — 3aji3HHYHA
iHQpacCTpyKTypa TMiAJA€ThCA PYHHIBHUM pPaKETHUM
ymapam, 1110 CTBOPIOE TaK 3BaHi “BY3bKi MicIl” B MEPEXKi
— 3aJTI3HNUYHI JIJBHUII, SKi MAfOTh ASQIIUT TPOIYCKHOT
CIIPOMOXHOCTI ~ Ta  CTalOTh  IEPEBAHTAXCHUMHU.
[lepeBaHTaskeHHS TITBHALG TPU3BOAUTE J0 3aTPUMOK,
SHIKEHHSI e(peKTUBHOCTI Ta MigBUILIEHHS
eKCIUTyaTallifHuX BHUTpaT. B yMmMoBax oOOMeXeHHX
pecypciB Ta HEMOXIMBOCTI IIBUJIKOTO PO3LIHPEHHS
IHPPACTPYKTYPH aKTYaJIbHUM CTa€ MUTaHHS ONTHUMI3allil
PYyXy HOI3/iB Ha 3alli3HUYHIA Mepexi YKpaiHu IUITXOM
npiopure3arii HOT30MOTOKIB. JonatkoBoi
AKTyaJbHOCTI 3aBIAHHS BCTaHOBJEHHSA IIPiIOPUTETIB
pyxy moi3ziB HaOyBae B yMmoBax Iibepainizaiii pHHKY
3aJi3HUYHMX IIePeBE3€Hb, JIe BAXIUBUM € BIPHO
PO3MONIIATHA OOMEKEHY IPOITYCKHY CIIPOMOKHICTh MiXK
JIEKLTPKOMA TIePEBI3HUKAMHU.

[InaHyBaHHs PyXy IOI3/iB HA IEPEBAHTAKEHUX
JIUBHUIEIX Mepexi 3JIIHCHIOFOTHCSA [IJISIXOM
BCTAQHOBJICHHS ~ IIGBHOIO ~ MEXaHi3My  BH3HAYCHH:
MOPSIIKY TIPOXOJPKEHHS TMOi3/iB 4epe3 JUILHHIO Ha
ocHOBI mpiopurepizanii. CTBOpeHHS €PEKTHBHOTO
MeXaHi3My YIPaBIiHHS 3aJII3HHYHUM PYXOM Ha OCHOBI
Horo mpiopurepi3alii € JOCHTh CKIAJIHUAM IUTAHHSM,
TakK sIK B yMOBax (pyHKIIOHYBaHHS 3aJIi3HUYHOTO PHUHKY
3a MPUHIIMIIOM BIJKPUTOrO JOCTYITY (aHIJI. Open access)
BiH TIOBMHEH 3a0e3le4uyBaTH BUPIMICHHS MIXIIOI3HUX
KOHQUIIKTIB y rpadiky pyxy MOI3AiB IIOAO0 HOPSJIKY
MPOXOKEHHS TEPEBAHTAXKEHOT 3aII3HUYHOI IUTHHUII
Ha OCHOBI HETUCKPUMIHAI[IMHONCTI /sl BCIX y4aCHHKIB
nepeBeseHb. He3Baxaroun Ha HasBHicTh y AT
“YKp3ami3HUL” BCTAHOBACHUX [IPABHI IPIOPUTETHOCTI
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