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resulting regions should be filtered by size and only large
ones that may contain a potential object should be used.

One of the fast and efficient methods of background
removal is the MOG2 algorithm[3]. In a number of
experiments, the average speed of this algorithm is 10
milliseconds per frame. The algorithm developed in this
work demonstrates an average time of 8 milliseconds.

Another disadvantage is that if an object moves
little or only one of its parts moves, only that part will be
found in the image. This disadvantage is partially
compensated by capturing the object's neighborhood and
can be completely eliminated by periodically using more
computationally intensive algorithms to find objects.
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METHODS TO IMPROVE THE
PERFORMANCE OF DISTRIBUTED
TELECOMMUNICATION SYSTEMS BY
CHANGING THEIR ARCHITECTURE

Currently, Internet of Things systems are among the
most complex to design, due to the large number of client
devices and the even greater amount of data they
generate. The data generated by the devices have no
value on their own - the main task of any system is to
process them by structuring, cleaning, analysis, etc.

As long as the system processes numerical or
textual data, the traditional approach using the cloud is
suitable for any load, albeit with high latency. But when
the system needs to process multimedia data (audio and
video), the resource requirements increase significantly.
Nowadays, with the development of artificial

intelligence algorithms, media processing has begun to
include their active use, for example, pattern recognition.
However, the use of these algorithms imposes additional
resource requirements - some algorithms can get a
significant performance boost when running on
hardware-accelerated processors or video cards. Also,
such systems may have increased requirements for data
processing delays, for example, in video surveillance,
which makes the cloud-based approach inefficient.

To solve such problems, the Fog Computing
paradigm was previously developed, which introduces
additional layers of computing nodes between the cloud
and the client device. Using this paradigm, it becomes
possible to transfer part of the computation to
intermediate layers, which reduces the latency relative to
client devices and, accordingly, to obtain data processing
results faster at each stage.

Given the growing popularity of this paradigm,
researchers have begun to develop specific cases of its
application in various fields, creating additional or
specialized layers and forming clusters of nodes. In the
context of video stream processing, this paradigm can be
easily applied - a separate layer of computing nodes is
allocated for each processing stage, with hardware
characteristics that can effectively perform the
designated type of task [1].

The stages of video stream processing in video
surveillance include: preprocessing, segmentation,
feature extraction, and classification. These stages show
that the further the processing is carried out, the more the
hardware requirements of the nodes increase, but at the
same time, the cardinality of the data decreases - at each
stage, the node transmits only the results of its processing
and a small part of the original data (for example, key
frames). In terms of network capacity, nodes in later
stages can receive processing results from more nodes
than nodes in the previous stage. Also, it can be noted
that nodes from later stages can perform tasks from
earlier stages, although this is a less efficient use of
resources, as simple tasks are more efficiently distributed
to weaker nodes.

These statements lead to the conclusion that the
exclusive use of nodes for a specific type of task is
inefficient, because in the event of load surges or failures,
other nodes may not be able to compensate for the lack
of resources due to the conceptual limitations of the
system.

New research addresses this situation in the context
of the ‘service placement problem’, where a service is a
container or application that can perform one type of
task. Several such services can be placed on a node, and
processing optimizations include moving services to
other nodes to reduce latency, which is reduced to
performing tasks on graphs [2].

Given that this approach does not clearly divide
nodes into layers, and large systems can have tens of
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thousands of computing nodes, nodes should be grouped
into sets defined by some attribute, i.e., into clusters or
‘communities’ [3]. At the same time, the efficiency ofthe
system directly depends on the principle by which
clusters are created and rebuilt and under what conditions
a task is delegated to another cluster.

At the moment, various methods have been used to
solve the problem of cluster formation: from linear
programming to Markov chains and genetic algorithms.
However, some of the work using these methods takes
latency and bandwidth between nodes as the main
parameters, expecting that any service can be moved to
optimize the architecture. However, this concept is
incorrect from a practical point of view, since not every
node can perform the service tasks due to its hardware
characteristics.

Also, when performing tasks on graphs, it is
assumed that the distance matrix has already been built,
although in a distributed system, each node may not be
aware of all other nodes in the system if there is no SDN
or master node to which other nodes are concentrated. On
the other hand, their presence is the ‘single point of
failure’ of the system, even if this component can be
dynamically redistributed during operation.

Thus, there is a need to develop a method for
clustering nodes of a distributed telecommunication
system that:

- creates an architecture without a single point of

failure and can be initialized from any node;

- contains an algorithm for scanning the network

of computing nodes to find the distance matrix;

- when creating clusters, it seeks to optimize

delays in data processing chains, taking into
account the sets of tasks that can be effectively

performed by the nodes.
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BusHavyenHs BHMOI' [0 YaCTOTH OHOBJICHHS

iHdopMauii s peecTpauii pyxy moizaa

[NepcneKTUBHI METOM KEPYBaHHS PYXOM 3ali3HHYHOTO
TPaHCIIOPTY nependayaroTh BUKOPUCTaHHS
KOOpAWHATHOI iH(opMatii nmpo pyxomi oauHuii. Bona
JO3BOJISIE  pealli3yBaTH  KOOpAWHATHI  cHocoown
pEryiaroBaHHA pPyXy Ha OCHOBI BH3HAYEHHSA MiCLA
pO3TalnryBaHHs MOI3/iB, IX MIBUAKOCTI 1 IPUCKOPEHHS.
KoopnunarHa indopmanis Moxe OyTH oTpuMaHa 3
BUKOPHUCTAaHHSIM CYIyTHHUKOBUX CHCTEM HaBirari,
JIOKOMOTHBHHX 3aC00iB KOHTPOJIO, TOUKOBUX KOMIHHIX
JATYNKIB Ta IHIIUX JpKepen. Y BCIX IUX BHIAIKaX
JOLJTFHO TIPOBOIUTH CTATUCTUYHY 0OPOOKY MEpBUHHIX
nmaaux. OnHiero 3 mpobiieM moOynoBU cHCTEMH 00POOKH
KoOpauHaTHOI iHQopMamii € BH3HAUEHHS YacTOTH
OHOBJICHHs iH(oOpMalii, HeOOXimHOI IS peecTpartii
pyxy noizja.

Y po0oti po3mIsHYTO MHiAXig 70 BHOOpPY YacToTH
OHOBIIEHHs1 iHpoOpMalii 3a pe3yjbTaTamu aHaiizy
CIEKTPIB Iii, 1[0 BIUIMBAIOTh HA PYyX MOI3/a.

Bynuykoe A.0.
Jlenapmamenm asmomamuxu menekomyHikayiv AT
“Vrpzaniznuysa”

PEMKOBI KOJIA B MPUCTPOSAX
3AJIIBHAYHOI ABTOMATHUKHA

PeiikoBi K0J1a € OCHOBHHUM 3acO00M KOHTPOIIO
3afHATOCTI OUISHOK 3ali3HHYHOI KOJil, i SKOro
3akjiaiecHa B poOOTYy BCIX CHCTEM KepyBaHHS i
pEryNIOBaHHS PYXOM TMOI3MB 1 SIKMM B 3HA4HIA Mipi
BU3HAYAEThCS HAMIMHICT POOOTH IMX MPUCTPOIB 1
Oe3meka pyxy Moi3miB.

V nomoBifi, OKpiM 3araJbHHUX BiZOMOCTEH PO
PpeiKOoBI KojIa, PO3IITHYTO 0COOMBOCTI iX eKCILTyaTartii
B YMOBAaX CbOTOJICHHS Ha 3ali3HHUIIAX YKpaiHH, a came:

- 3MiliCHEHO TIOpIBHSHHSI DPEHKOBHX Kil 3
IbTEPHATMBHUMH NPUCTPOSIMU 1 3aC00aMH KOHTPOIIIO
BUIBHOCTI IUISTHOK 3ai3HMYHOI KOJiT;

- MIPOAHATI30BAHO BIIMB BiIMOB PEHKOBUX
KiJI Ha SIKiCTh 1 O6e3meKy neperizHoro mpouecy. [lokazano
YacTKy BiIMOB y POOOTI peHKOBHX Kil BiJHOCHO YCiX
BIJIMOB IIPUCTPOTB 3aJII3HUYHOI aBTOMATHKH;

- MOKa3aHO  BIUIMB  CKCIUIyaTaliiiHOro
MepCcoHaTy Ha AKICTh 1 0Oe3neky (yHKIIIOHyBaHHS
PEMKOBHX KiJT;
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