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THOOPMAIIITHO-KEPYIOUI CHCTEMU HA 3AJIIBHUYHOMY TPAHCITOPTI

iHKeHepii ejgekTpoHHuMH 3acobamu. OIHAK 3a3HavyeHe
00XO[UTh  3aXHCT  1H(QOpPMALIHHKUX  CHUCTEM  BiJ
HECAHKI[IOHOBAHOTO BIUIMBY Ha BEPXHbOMY piBHI
iHpopMariiHoi iepapxii. OcoOIMBO e KPUTHYHO IS
JIOTTOMIDKHUX KOMII FOTEpiB 1HIMB1TyaIbHOTO
KOPUCTYBaHHS 3 ITOOYIOBOIO JIOKabHUX 0a3 JaHux. Sk
MpaBWJIO Taki ©0a3W JaHUX PO3POOIAIOTHCA LIS
1H/IMBiTyaIbHOTO KOPUCTYBAHHS i HE O(OPMITIOIOTHCA 32
BCciMa BUMOTaMH 10 TONIOHUX CHCTEM, aji¢ TPH I[bOMY
MICTSITh B OOl YaCTHHY TEXHOJNOTIYHWX JaHUX Ta
OTepaTHBHO-YMpaBiHCHKOI iH(opMarii npo BUpoOHHUYI
TIPOLIECH YNPABIIHHSA PYXOM TMOi3/iB. 3aXHCT B TaKHUX
CHCTEMax KOHTPOIIOETHCS TIJIbKM CaMUM KOPHCTYBaucM
4yepe3 aHTHBIPYCHI mporpamu. 3xe0inbmioro 1
nmporpaMu  MarOTh  OE3KOIITOBHY  JIIEH3il0  Ha
BUKOPUCTaHHS, 00 HE BUIUISIETHCS HA 11 )KOAHUX KOIIITIB
MANIPUEMCTBA, 1 3apOOITHI IJIATH AYXKE CKPOMHI.

OTxe cepel OCHOBHHX BPa3IMBOCTEH sIK amaparHi Tak i
MpOrpaMHi KOMIOHEHTH 00 €KTHBHOIO 3a0e3IMeUeHHS
cucTeM yrpapiinHsa. He ciia 3HIMATH BiMOBiJANBHICTh
3 TIepcoHany Ta opraHizamiiHux 3axomiB. s
BUPILICHHS OCTaHHIX B MEPEXi IHTEPHET MPHUCYTHI SK
CafTH 3 MPOrpaMHAMU 3ac00aAMU SIKi MiCTATH CUTHATYPH
Iy’)K€ BEJIMKOI KUIBKOCTI IAapa3sWTHOTO IIPOrPaMHOTO
3a0e3MMeueHHsT Ta  CIemiami3oBaHi MPOrpaMu  SIKi
BUSIBJIIIOTE OyAb-sIKi MiJO3PLTI KOMIIOHSHTH. Takum
YUHOM TIJIbKM OpraHi3allifHUMH 3aco0amMH MOXKIIUBO
JIOTIOMOI'TH KOPHCTYBa4aM JOMOMIXKHUX TIEPCOHATbHIX
eNIeKTpOHHO-00uncmoBansHuX MamyH (ITEOM) nonaru
TPYZHOLII 3 BPEIOHOCHUM TIPOTPaMHHIM 3a0€311edeHHIM
Ta, SK HACTINOK TIiJBWINYBaTH HamIWHICTE Ta
OesneyHicTh 1HOPMAIIITHUX CHCTEM.

Taxwuit IIpOCTUH aJTOpUTM BUKOPUCTaHHS
0€3KOIITOBHOIO  NPOTrpaMHOro  3a0e3leueHHd IIpH
BuKopucranHi jgonomibkHux ITEOM 3  perenbHO
NPOXYyMaHNMH OpTaHi3allitHUMM 3aXOlaM{ TO3BOJIHTh
CYTTEBO YyOE3NEeYUTH BEChb MAacHB [JaHHUX CHCTEM
TPAHCIOPTHOrO MpH3HaudeHHs. JlomaTkoBo Maibke 10
HYIsl 3HHM3WTH  BPAa3iMBOCTI MpPHU  BHKOPHCTaHHI
JIOTIOMIJKHUX T[TEOM iH(hOopMaIi HHIX CHCTEM
KOMIIT'FOTEpHOI iHXKeHepii TPaHCIIOPTHOTO MPU3HAYCHHSI.
J1st mepeBipku mepcoHary 3 KibepOe3rneku IMpOBOISTH
BHYTPINIHI [TEPEBIPKU Ta BUSBILIOTH CJIA0K1 MicCIIs, K Y
3HaHHIX TaKk 1 HaBuukax cnemiamicriB. Lli 3axomm
JIO3BOJSIFOTh  MIJIBUIIMTH  3arajibHy  OOi3HaHICTh
MEPCOHATY NP0 3arpo3d Ta MIiHIMI3AIIK PH3HKIB,
TMOB'SI3aHUX 3 JIIOACBKUMH  NOMWJIKaMH.  Takox
IiIBUIIYETHCSL PIBEHb IEPCOHANY JIO PIBHS HaJiHHHUX
CIIELIAQIICTIB, 10 3aXUIIAIOThH CBOI JIaHI Ta CUCTEMH
KOPITOPaTUBHOIO PiBHS BiJl Kibeparak.

BucHoBok. B  [omoBiai  HaBOAATHCS  pe3y/IbTaTh
JIOCTiDkeHh B ()OPMI  TIPOBECHOTO  aHANi3y sIK
OpraHi3aliiHO-TeXHIYHOT TPOLEAYPHU JJIs BUSBICHHS Ta
OJOKYBaHHS BPa3JIMBOCTEH TaK 1 BUMOT 10 IEPCOHATY.
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COMPARATIVE ANALYSIS OF THE
EFFECTIVENESS OF NEURAL NETWORKS
AND CLASSICAL STATISTICAL METHODS IN
THE DIAGNOSTICS OF MICROPROCESSOR-
BASED CENTRALIZATION SYSTEMS

The introduction of microprocessor-based
centralization systems (MPC) is a key stage in the
modernization of railway infrastructure, ensuring
increased traffic safety and station throughput. Unlike
morally and physically obsolete block route-relay
centralizations, which are characterized by rigid logic,
significant operating costs, and a lack of self-diagnostic
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capabilities, MPCs offer flexibility, high reliability, and
integrated control, monitoring, archiving, and diagnostic
functions. [1]  This  technological transition
fundamentally changes the diagnostic paradigm: from
searching for physically faulty components (e.g., relays)
to analyzing complex data sets to identify system
anomalies. The complexity of MPC hardware and
software complexes, which include central processors,
object controllers, and a large number of field devices,
creates a new, significantly broader space for potential
failures.

Effective diagnostics in such conditions become
critical to ensuring uninterrupted operation and
compliance with SIL4 safety standards. The deep self-
diagnostics function is an integral part of modern MPCs,
allowing a shift from reactive repair to proactive “as-is”
maintenance. This necessitates the use of advanced data
analysis methods to automate the diagnostic process. The
purpose of this report is to provide a comparative
analysis of two dominant approaches to solving this
problem: classical statistical methods based on models
and data-driven neural networks.

Classic statistical methods are approaches based on
the construction of mathematical models that describe
cause-and-effect relationships in a system based on
probability theory and expert knowledge. Among them,
Bayesian networks — probabilistic graphical models that
represent dependencies between variables (e.g.,
symptoms and causes of failures) — are the most
promising for diagnosing complex systems. The report
shows that a Bayesian network can model the
relationship between an abnormal current surge in a
switch drive, the ambient temperature, and the
probability of malfunctions such as icing or foreign
object intrusion. The main advantage of this approach is
its high interpretability. The structure of the model, often
based on the knowledge of expert engineers, is
transparent, and the logical inference process can be
traced and verified. This is crucial for the railway
industry, where the requirements for validation and
certification of safety systems are extremely strict. In
addition, such models can work effectively even with a
limited amount of labeled data, as their structure can be
specified a priori. At the same time, the main drawback
is the complexity of manually creating an accurate and
comprehensive model for such a complex system as the
MPC, and the potential difficulty in identifying complex
nonlinear dependencies not embedded in the model by
the expert. [1, 2]

Neural networks (NN) represent a data-driven
paradigm where the model automatically learns complex
dependencies directly from historical data without the
need for explicit programming of rules or construction of
physical models. Specific architectures are of particular
interest for MPC diagnostics tasks. Recurrent neural
networks (RNN), in particular long short-term memory

(LSTM) networks, are ideal for analyzing time series
such as the dynamics of current consumption by a pointer
electric drive. They are capable of detecting temporal
anomalies that indicate the development of a defect.
Convolutional neural networks (CNN) are excellent at
automatically extracting meaningful features from raw
signals (e.g., vibration or current), converting a one-
dimensional signal into a characteristic “signature” for
each state class (normal, failure type), eliminating the
need for manual feature engineering. [3]

The main advantage of ANNSs is their ability to
achieve extremely high accuracy in classification tasks,
especially when working with multidimensional, noisy,
and nonlinear data, where it is impossible to build an
analytical model. Their ability to “end-to-end learning”
from raw data to final diagnosis is a powerful automation
tool. However, the main drawbacks are the “black box”
problem—the opacity of the decision-making process,
which complicates their validation in critical systems—
as well as high requirements for the volume and quality
of training data. Collecting a sufficient number of
examples of rare but dangerous failures is a difficult task,
leading to the problem of class imbalance. The use of ML
marks a transition from diagnostics based on engineer
experience to diagnostics based on data analysis, which
has profound implications for the organization of
maintenance processes and personnel qualification
requirements.

Based on the results of the analysis, the report
shows that choosing the optimal method is an
engineering compromise. The future of effective MPC
diagnostics probably lies in hybrid approaches that
combine the strengths of both paradigms. For example,
CNN can be used to automatically extract highly
informative features from raw sensor data, which can
then serve as input for a Bayesian network. This
approach combines the high accuracy of deep learning
with the probabilistic logic and interpretability of
statistical models, which is mentioned as a promising
direction in research.
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